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Abstract

We consider a formal framework to shed light on agglomeration effects
in Cambodia. Using the new census dataset on all the Cambodia establish-
ments in 2011, we describe the current patterns of industrial agglomera-
tion in manufacturing and wholesale/retail sectors. As these sectors clearly
exhibit a spatial concentration of economic activity with varying degrees
across sectors, the descriptive analysis provides a motivation for investigat-
ing whether the observed patterns of agglomeration would yield produc-
tivity gains. To make a formal assessment, we develop a Bayesian spatial
approach and address econometric issues such as spatial autocorrelation be-
tween nearby regions and endogeneity of agglomeration. Simulation anal-
ysis of our spatial model shows that if strong instruments are available, the
framework enables us to identify the impact of agglomeration economies
with precision. Thus, our next step is to find a set of plausible instruments
to conduct an econometric analysis and derive policy implications for Cam-
bodia.
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1 Introduction

A spatial concentration of economic activity hascrucial implications for economic
growth. Williamson (1965) argues that agglomeration favors economic growth at
an early stage of economic development because limited resources such as capital,
human capital, and infrastructure can be most efficiently utilized in an agglomer-
ated area. Fujita and Thisse (2003) illustrates that agglomeration can promote
growth in a two-region model of endogenous growth. Indeed, it has long been
argued that firms and workers locate in the agglomerated area to benefit from
productivity advantages generated by agglomeration economies through 1) more
efficient sharing of local suppliers, 2) better matching between employers and
workers, and 3) technology or knowledge spillovers among firms and workers
(Duranton and Puga, 2004).

However, a spatial concentration of economic activity could grow excessively
throughout the process of economic development. Agglomeration starts to bring
about heavy congestion and raise factor prices such as wages and land prices. Con-
gestion effects reduce the productivity advantage from agglomeration economies.
These offsetting forces make it important to examine agglomeration effects and
draw policy implications especially for developing economies. Indeed, it is em-
phasized that ”for policy makers the challenge is to best relax the constraints gen-
erated by the congestion and overcrowding of land and resources so that the ben-
efits of agglomeration can be maximized (World Development Report 2009, p.
144).” Thus, a quantitative assessment of agglomeration effects is crucial to eval-
uate regional policy for maximizing the benefit of agglomeration effects.

In this paper, we develop a Bayesian spatial approach to estimate agglomer-
ation effects in Cambodia. After decades of civil war devastated the Cambodian
economy, the reunification of the nation set a stage for rapid progress in economic
reconstruction. While the economic growth has averaged 6 percent for the last
10 years, the gross domestic product per capita was merely 931.2 U.S. dollars in
2012 (World Economic Outlook 2012, IMF). As the Cambodian economy is con-
strained by the limited resources in capita, human capital, and infrastructure, it is a
crucial policy issue for its government to investigate the extent to which economic
agglomeration should be promoted to maximize economic growth. Moreover, the
previous studies on agglomeration economies have focused on high and middle
income countries (Melo et al, 2009). Our investigation on low income countries
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such as Cambodia improves our understanding of theeconomic magnitude of ag-
glomeration effects across different stages of economic development.

The rest of this paper is as follows. Section 2 provides a description of the
data used in this analysis and a simple illustration of a spatial concentration of
economic activity. Section 3 explains our empirical framework to estimate ag-
glomeration effects, with an emphasis on spatial autocorrelation and endogeneity
issues. Section 4 discusses a current agenda for future research.

2 Data Description

For the analysis, we usethe Economic Censusof Cambodia in 2011(EC2011).
The census was conducted to survey economic activities for all the establishments
and enterprises over the entire territory of Cambodia in March 2011. The EC2011
was mainly funded by the Japanese ODA and implemented by the National In-
stitute of Statistics, the Cambodian Ministry of Planning, in cooperation with the
Japanese government.1 The survey aims to collect the basic information on firm
activities, including area of business place, ownership status, main business activ-
ities, employment, establishment year, and so on. The administrative geographic
units consist of 1,621 communes in 24 provinces including the Municipality of
Phnom Penh. There were total 505,134 establishments in 2011.

Using the EC2011 data, we construct a measure of regional labor productivity
as a dependent variable in our specification. As we focus exclusively on cross-
sectional variation in our dataset, we simply require a measure of productivity
that indicates a relative ranking of one region over another at a point in time. To
capture this relative efficiency ranking, regional labor productivity is defined as
ln(qi/Li) for regioni, whereqi is the value added of regioni andLi is the amount
of employment in that region.

We separately estimate regional labor productivity in manufacturing and whole-
sale/retail sectors as these sectors provide the largest number of observations with
complete information on productivity estimates. To visualize the regional esti-
mates, Figures 1 and 2 show regional variation in labor productivity in the ge-
ographical map of the Cambodian land for manufacturing and wholesale/retail

1Details of EC2011 are found at the Japanese government’s website:
http://www.stat.go.jp/english/info/meetings/cambodia/census11.htm
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sectors, respectively. The darker regionsindicate relatively high labor productiv-
ity. It is apparent that regional labor productivity has substantial variation over
space for these sectors.

[Figures 1 and 2 here]

There are a wide variety of potential determinants of the regional productivity
such as local natural advantages. Local endowments such as natural resources,
economic infrastructure, geographic environments provide an explanation for ac-
counting for the observed variation in regional labor productivity. In this paper,
we attempt to shed light on the role of economic agglomeration in shaping the
spatial variation of labor productivity. Thus, we aggregate the number of work-
ers in each commune as a measure of economic agglomeration. Figures 3 and 4
show the results in manufacturing and wholesale/retail sectors, respectively. Both
figures point to a large variation in regional employment over space. A possi-
ble difference is that employment in manufacturing sectors appears to be more
concentrated over space than that in wholesale/retail sectors. Because increasing
returns should play a larger role in manufacturing, these observations are sensible
from the perspective of economic geography model.

[Figures 3 and 4 here]

3 Econometric Framework

3.1 Literature Review

Over the past thirty years, many scholars have attempted to estimate the magni-
tude of agglomeration economies in various countries.2 Sveikauskas (1975) is
one of the early and influential studies, who estimated the impact of city size mea-
sured by population on labor productivity to measure the degree of agglomeration
economies, and found that a doubling city size increased labor productivity by
about 6%. Although he provided a valuable empirical approach, some studies
such as Moomaw (1981) have pointed out that the regression analysis may have

2For the details, refer to the comprehensivereviews provided by Eberts and McMillen (1999,
section 3), Rosenthal and Strange (2004, section 2), Graham (2008, 65-67), Cohen and Paul
(2009), Broersma and Oosterhaven (2009, 487-489), and Puga (2010).
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suffered from the endogeneity problem due to the existenceof omitted variables
and simultaneity bias.3

Ciccone and Hall (1996) and Ciccone (2002), which are seminal works in re-
cent years, offered a model based on regional production function to evaluate ag-
glomeration economies. They applied the two-stage least squares (2SLS) methods
to their model to deal with the endogeneity. Ciccone and Hall (1996) used the data
of US states in 1988, and Ciccone (2002) applied their model to the cross section
data of EU NUTS-3 regions, which include Germany, France, Italy, Spain and the
UK. Both of these studies found that a doubling of employment density increased
average labor productivity by around 5-6%. Since these seminal works, the model
and empirical approach proposed by Ciccone and Hall has been applied by many
researchers for many countries or regions. For example, focusing on the studies
in recent years, Br̈ulhart and Mathys (2008) extended Ciccone-Hall model to a
dynamic panel data model, and estimated the impact of employment density on
labor productivity in 245 NUTS-2 regions of 20 European countries from 1980 to
2003, using generalized method of moments (GMM). According to their results,
the estimate of the long run elasticity of labor productivity for aggregate indus-
trial sector was 0.13 and significant at the 5%. Broersma and Oosterhaven (2009)
applied Ciccone-Hall model to the panel data of 40 Dutch regions from 1990 to
2001, and found that the estimate of the elasticity of labor productivity was 0.033
and significant.

Most of previous studies have observed the existence of agglomeration economies,
and have indicated that a doubling employment density increased labor produc-
tivity by approximately 3-10%.

Recently, Artis et al. (2012) pointed out that estimate of agglomeration ef-
fects is remarkably reduced when spatial autocorrelation is controlled. They used
the data of 119 NUTS-3 regions of Great Britain, and adopted a spatial autore-
gressive model with autoregressive disturbances to deal with the spatial autocor-
relation. The spatial model was estimated by feasible generalized spatial 2SLS
(FGS2SLS), proposed by Kelejian and Prucha (1998). As a result, the spatial au-
tocorrelation was positive and significant, and the estimates of the elasticity of
labor productivity were 0.021-0.024, which were much smaller than their GMM

3For detailed discussion about the endogeneity problem in thisliterature, refer to Eberts and
McMillen (1999), Rosenthal and Strange (2004), Cohen and Paul (2009), and Puga (2010).
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estimates (0.039-0.056) which did not take into account thespatial autocorrela-
tion. Their findings imply that estimation of agglomeration effects can lead to
spurious conclusions if they ignore the significant degree of spatial autocorrela-
tion.

In this section, we propose a different approach to dealing with the prob-
lems of both the endogeneity and the spatial autocorrelation. Our approach is
based on a Bayesian Instrumental Variables (IV) method proposed by Rossi, at
el. (2005). We apply Rossi’s method to the spatial autoregressive model (Anselin
1988; 2001).

3.2 Bayesian Approach to Spatial Autoregressive Model with
an Endogenous Regressor

3.2.1 Model

Let us consider a spatial autoregressive model to estimate the impact of agglom-
eration on regional productivity, such as

yi = xiβ0 + ziβ1 + ρ
∑n

j=1
wi j yj + εi , i = 1,2, . . . ,n (1)

wherei denotes a region,yi and xi represent regional productivity level and the
degree of industrial agglomeration, respectively, andεi is an error term.wi j is a
variable which shows the geographical relationship between regionsi and j, and
specified as

wi j =

0 i = j

d−1
i j /

∑n
j d−1

i j i , j
(2)

wheredi j is the traveling time betweeni and j. The parametersβ0 andρ indicate
the magnitude of agglomeration effects and spatial autocorrelation inyi. We con-
sider thatzi is a vector of exogenous (or predetermined) variables, andxi is an
endogenous variable and has a linear relationship with a set of instruments (qi , zi)
and an idiosyncratic shockηi, whereqi is a vector of variables related toxi but
independent of the error termsεi andηi. Following Rossi et al. (2005), we specify
the system of equations as follows:

xi = qiγ0 + ziγ1 + ηi (3)

yi = xiβ0 + ziβ1 + ρ
∑n

j=1
wi j yj + εi . (4)
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This system indicates a structural equation (4) with an endogenousregressor and
multiple instruments. If the correlation betweenηi andεi is positive, there will
be a positive endogeneity bias (Rossi et al, 2005). In vector and matrix notation,
these equations can be written as

x = Qγ0 + Z γ1 + η (5)

Sy= x β0 + Z β1 + ε , (6)

whereS = In − ρW, x = (x1, . . . , xn)′, y = (y1, . . . , yn)′, η = (η1, . . . , ηn)′, ε =
(ε1, . . . , εn)′, Q = (q1, . . . ,qn)′, andZ = (z1, . . . , zn)′. We use this system to
estimate an impact of agglomeration on regional productivity.

3.2.2 The Likelihood and Priors

To derive the likelihood function, we assume thatη and ε have a multivariate
normal distribution: (

η
ε

)
∼ MVN(0, Σ ⊗ In).

Let ỹ = (x, y)′ andu denote a (2n×1) vector which follows a multivariate standard
normal distributionN(0, I2n). Equations (5) and (6) can be rewritten as

u = (Σ ⊗ In)
− 1

2

[(
In 0
−β0 In S

)
ỹ −

(
Q
0

)
γ0 −

(
Z 0
0 Z

) (
γ1

β1

)]
. (7)

The Jacobian for the transformation ofu into ỹ is

J =
∣∣∣∣∣∂u
∂ ỹ

∣∣∣∣∣ =
∣∣∣∣∣∣(Σ ⊗ In)

− 1
2

(
In 0
−β0 In S

)∣∣∣∣∣∣
= |Σ|− n

2 |S|
∣∣∣In − 0 S−1(−β0)In

∣∣∣
= |Σ|− n

2 |S| .

(8)

And then the likelihood function can be obtained asfollows:

L = (2π)
n
2 |Σ| n2 |S|exp

{[
x −Qγ0 − Z γ1

Sy− x β0 − Z β1

]′
[Σ ⊗ In]

−1

[
x −Qγ0 − Z γ1

Sy− x β0 − Z β1

]}
, (9)

S= In − ρW . (10)
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Independent priors for the unknown parameters are specified as

β∗ ≡
(
β0

β1

)
∼ MVN(bβ, Bβ) , γ∗ ≡

(
γ0

γ1

)
∼ MVN(bγ, Bγ) ,

ρ ∼ U(λ−1
min, λ

−1
max) , Σ ∼ IW(bΣ,BΣ) ,

(11)

where IW( ) and U( ) denote the inverted Wishart distribution and the uniform
distribution. The prior parameters arebβ, Bβ, bγ, Bγ, λmin, λmax, bΣ, andBΣ. The
λmin andλmax are the minimum and maximum eigenvalue ofW, and we put a limit
on the parameter space ofρ such asρ ∈ (λ−1

min, λ
−1
max). If a vector of eigenvalues of

W contains only real values, this restriction ensures|S| > 0.

3.2.3 MCMC algorithm

Bayesian inference is based on the posterior distributions of unknown parameters.
The Markov Chain Monte Carlo (MCMC) methods enable us to generate samples
from the posteriors and to draw statistical inference using the simulated samples.
Our MCMC sampling is based on the followingfull conditional posterior distri-
butions:

β∗ | γ∗, ρ,Σ,Data

γ∗ | β∗, ρ,Σ,Data

Σ | β∗,γ∗, ρ,Data

ρ | β∗,γ∗,Σ,Data

where Data= {x, y,Q,W, Z}. Using Equations (9)–(11), we can derive these full
conditionals as follows.

Full conditional posterior of β∗

Given the parameterγ∗, η can be observed, and consequently, Equation (6) con-
ditional onη is

Sy= x β0 + Z β1 + ε | η, (12)

and the expectation and variance ofε | η are

E(ε | η) ≡ µε|η = E(ε)+ (σ12In) (σ11In)
−1 (η − E(η))

= (σ12In) (σ11In)
−1 η

V(ε | η) ≡ Σε|η = (σ22In) − (σ2
12In) (σ11In)

−1 ,

(13)
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whereσi j is a (i, j)th element ofΣ. Equation (12) can be rewritten as

Σ
−1/2
ε|η

(
Sy− µε|η

)
= Σ

−1/2
ε|η

[
x Z

] [β0

β1

]
+ ξ ,

y∗ = X∗ β∗ + ξ ,
(14)

whereξ ∼ MVN(0, In), y∗ ≡ Σ−1/2
ε|η

(
Sy− µε

)
, and X∗ ≡ Σ−1/2

ε|η [x,Z]. Using
Equation (14) and the prior ofβ∗ yields thefull conditional distribution ofβ∗:

β∗ | γ∗, ρ,Σ,Data∼ MVN(b̂β, B̂β)

B̂β =
[
X∗ ′ X∗ + B−1

β

]−1

b̂β = B̂β
[
X∗ ′ y∗ + B−1

β bβ
]
.

(15)

Full conditional posterior of γ∗

Substituting Equation (5) for (6) and reformulating these equations, we can obtain
the following equation:(

x
S y−Z β1
β0

)
=

(
Q Z
Q Z

)
γ∗ +

(
η
η + ε

β0

)
. (16)

The covariance matrix ofη∗ is

V

(
η

η + ε/β0

)
≡ Ω = [

A ΣA′
] ⊗ In , (17)

A ≡
[
1 0
1 1/β0

]
.

Multiplying bothsides of Equation (16) byΩ−1/2 yields

Ω−
1
2

(
x

S y−Z β1
β0

)
= Ω−

1
2

(
Q Z
Q Z

)
γ∗ + ζ , ζ ∼ MVN(0, I2n). (18)

Using this equation andthe prior ofγ∗, we can obtain thefull conditional posterior
distribution:

γ∗ | β∗, ρ,Σ,Data∼ MVN(b̂γ, B̂γ) ,

B̂γ =
[
Z∗ ′ Z∗ + B−1

γ

]−1

b̂γ = B̂γ
[
Z∗ ′ y+ + B−1

γ bγ
]
,

(19)
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where

y+ ≡ Ω− 1
2

(
x

S y−Z β1
β0

)
, Z∗ ≡ Ω− 1

2

(
Q Z
Q Z

)
.

Full conditional posterior of Σ

The full conditional posterior ofΣ takes a form such as

Σ | β∗,γ∗, ρ,Data∼ IW(b̂Σ, B̂Σ)

b̂Σ = n+ bΣ

B̂Σ =
[
E + B−1

Σ

]−1
,

(20)

where

E ≡
[
η′

ε′

] [
η ε

]
,

andη = x −Qγ0 − Z γ1, andε = Sy− x β0 − Z β1.

Full conditional posterior of ρ

Reformulate Equation (14) such as

Σ
−1/2
ε|η

(
y −

[
x Z

]
γ∗ − µε|η

)
= ρΣ−1/2

ε|η W y + ξ ,

ỹ = ρ X̃ + ξ ,
(21)

where ỹ ≡ Σ−1/2
ε|η (y − [x, Z] γ∗ − µε|η), and X̃ ≡ Σ−1/2

ε|η W y. And then the full
conditional posterior density function ofρ can be obtained as

P(ρ | β∗,γ∗,Σ,Data)∝ | In − ρW | exp

{
−1

2

[
ỹ − ρX̃

]′ [
ỹ − ρX̃

]}
I [ρ ∈ (λ−1

min, λ
−1
min)]

∝ | In − ρW | exp

{
− 1

2 σ̂2
ρ

(ρ − ρ̂)2

}
I [ρ ∈ (λ−1

min, λ
−1
min)] ,

(22)

whereσ̂2
ρ =

[
X̃′ X̃

]−1
andρ̂ = σ̂2

ρ X̃′ ỹ. I [ρ ∈ (λ−1
min, λ

−1
min)] is an indicator function

equal to 1 ifρ ∈ (λ−1
min, λ

−1
min). Since this density function is not standard, we use the

Metropolis–Hastings (MH) technique.4 The candidate generating function used
4For more details about the Metropolis–Hastings and Gibbs samplingtechniques, refer to

Gamerman and Lopes (2006, chapters 5 and 6).
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in the MH algorism isT N(ρ̂, σ̂2
ρ), which is anormal distribution truncated on the

interval (λ−1
min, λ

−1
max), in which the mean is ˆρ and the variance is ˆσ2

ρ.

MCMC sampling algorithm

Now we describe the MCMC sampling algorithm for our model.

MCMC sampling algorithm
(i) Choose the arbitrary initial value for all parameters and set upr = 1, wherer

is the number of times of MCMC sampling.
(ii) Repeat the following sampling:

Drawβ∗ (r) from MVN(b̂β, B̂β), givenγ∗ (r−1),Σ(r−1), ρ(r−1),Data.
Drawγ∗ (r) from MVN(b̂γ, B̂γ), givenβ∗ (r),Σ(r−1), ρ(r−1),Data.
DrawΣ(r) from IW(b̂Σ, B̂Σ), givenβ∗ (r),γ∗ (r), ρ(r−1),Data.
Drawρ′ (a candidate ofρ(r)) from T N(ρ̂, σ̂2

ρ), givenβ∗ (r),γ∗ (r),Σ(r),Data.
Calculate an acceptance probability:

α(ρ′, ρ(r−1)) = min

{
1,
|In − ρ′W|
|In − ρ(r−1) W|

}
.

Setρ(r) = ρ′ with probabilityα(ρ′, ρ(r−1)), and setρ(r) = ρ(r−1) with probability
1− α(ρ′, ρ(r−1)).
If r < M, setr = r + 1 and return to (ii). Otherwise, go to (iii).

(iii) Discard the samples with the superscriptr = 1,2, . . . ,M0, and save the sam-
ples withr = M0 + 1,M0 + 2, . . . ,M.

ThusM − M0 replications are retained and used for the posterior inference.

3.2.4 Monte Carlo Simulation

As is well known, an identification problem arises in IV methods when instru-
ments are ‘weak.’ As instruments become weaker and weaker, we approach an
unidentified case (Rossi et al., 2005). To investigate estimation performance of
our model under the situation of weak instruments, we consider the two cases of
strong instrumentsandweak instruments.
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Table 1: Results of Simulation Analysis

Strong instruments:γ0 = [4,4,4]′

True value 95%L Median 95%U StDev.
β0 1 0.9869 0.9944 1.0017 0.0037
β1 1 0.7367 0.9563 1.1573 0.1062
β2 1 0.9652 1.0155 1.0661 0.0258
β3 1 0.9805 1.0317 1.0849 0.0266
ρ 0.5 0.4586 0.5070 0.5595 0.0259
σ11 1 0.9806 1.0502 1.1281 0.0377
σ12 0.8 0.7794 0.8432 0.9127 0.0341
σ22 1 0.9632 1.0334 1.1101 0.0375

Weak instruments:γ0 = [0.1,0.1,0.1]′

True value 95%L Median 95%U StDev.
β0 1 0.5147 0.8358 1.0914 0.1476
β1 1 0.4850 1.0611 1.7271 0.3195
β2 1 0.9087 1.1804 1.5179 0.1536
β3 1 0.9294 1.1908 1.5193 0.1516
ρ 0.5 0.3705 0.5195 0.6791 0.0749
σ11 1 0.9804 1.0497 1.1272 0.0376
σ12 0.8 0.7376 1.0114 1.3557 0.1588
σ22 1 0.8806 1.3305 2.0852 0.3109
Note: StDev is standard deviation. 95%L and 95%Uare the
lower and upper bounds of 95% credible interval.

The data for the two cases are all generated from

xi = q1i γ01+ q2i γ02+ q2i γ03+ z1i γ11+ z2i γ12+ z3i γ13+ ηi

yi = xi β0 + z1i β11+ z2i β12+ z3i β13+ ρ
∑n

j=1
wi j yj + εi(

ηi

εi

)
∼ MVN(0, Σ) ,

(23)

and z1i = 1; z2i and z3i follow a standard normal distribution N(0, 1). Thewi j

is constructed by Cambodian commune-level region, and then the sample size of
the artificial data set is the same as the number of Cambodian communes. The
parameter settings of the data set are given as follows:
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Data set 1:The case of ‘strong instruments’

γ0 =

γ01

γ02

γ03

 =
44
4

 .
Data set 2:Thecase of ‘weak instruments’

γ0 =

γ01

γ02

γ03

 =
0.10.1
0.1

 .
All other parameters are set up the same among the data sets 1 and 2, such as

β0 = β1 = β2 = β3 = 1 ,

γ11 = γ12 = γ13 = 1 ,

ρ = 0.5 ,

Σ =

[
1 0.8

0.8 1

]
.

We analyze the difference of estimation performance among the two cases. Rel-
atively diffuse priors are used for coefficients such asN(0, 100), and for the co-
variance matrix,Σ ∼ IW(2, I2). The prior ofρ is U(1/λmin,1/λmax).

Table 1 shows the results of simulation analysis. For both cases, the median
is close to the true value, and the 95% credible intervals of the structural param-
eters contain their true value. However, the posterior distributions of the weak
instruments cases have a higher dispersion for the coefficients of the structural pa-
rameters, indicating the difficulty of identification. Figures 5 and 6 also show the
large dispersion of the posteriors under the weak instruments situation. In addi-
tion, Figure 5 shows that MCMC sampler under the weak instruments has higher
autocorrelation, implying that more MCMC draws are needed to obtain a precise
posterior distribution.

[Figures 5 and 6 here]

4 Concluding Remarks

Industrial agglomeration has an important implication for economic growth as it
is likely to promote economic development through more efficient utilization of
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limited resources in an agglomerated area. In particular, agglomerationeffects
enable us to derive a policy implication for developing economies in which ag-
glomeration economies might not be fully realized at an early stage of economic
growth. In this paper, we consider a formal framework to shed light on agglom-
eration effects in Cambodia. To make a formal assessment, we employ the new
census dataset on all the Cambodia establishments in 2011. We describe the cur-
rent patterns of industrial agglomeration in manufacturing and wholesale/retail
sectors. These sectors clearly exhibit a spatial concentration of economic activity
with varying degrees across sectors. A descriptive analysis provides a motivation
for conducting a formal econometric analysis to examine whether the observed
patterns of agglomeration yield productivity gains. Furthermore, we develop a
Bayesian spatial approach to address econometric issues such as spatial autocor-
relation between nearby regions and endogeneity of agglomeration. Simulation
analysis of our spatial model shows that if strong instruments are available, the
framework enables us to identify the impact of agglomeration economies with
precision. Thus, our next step is to find a set of plausible instruments to conduct
an econometric analysis and derive policy implications for Cambodia.
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Figure 1: Productivity in Manufacturing Sector
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Figure 2: Productivity in Wholesale and Retail Sectors
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Figure 3: Spatial Concentration in Manufacturing Sectors
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Figure 4: Spatial Concentration in Wholesale and Retail Sectors
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Figure 5: MCMC Sampling Path
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Figure 6: Histograms of MCMC Samples
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